In [1]:

**import** numpy **as** np

**import** pandas **as** pd

**import** matplotlib.pyplot **as** plt

**import** seaborn **as** sns

**from** sklearn.model\_selection **import** train\_test\_split

**from** sklearn.neighbors **import** KNeighborsClassifier

**from** sklearn.metrics **import** accuracy\_score,classification\_report,confusion\_matrix

In [2]:

data\_df **=** pd**.**read\_csv('train.csv') test\_df **=** pd**.**read\_csv('test.csv') data\_df

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| Out[2]: |  | **label** | **1x1** | **1x2** | **1x3** | **1x4** | **1x5** | **1x6** | **1x7** | **1x8** | **1x9 ... 28x19** | **28x20** | **28x21** | **28x22** | **28x2** |
|  | **0** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **1** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **2** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **3** | 4 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **4** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **...** | ... | ... | ... | ... | ... | ... | ... | ... | ... | ... ... ... | ... | ... | ... |  |
|  | **41995** | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **41996** | 1 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **41997** | 7 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **41998** | 6 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |
|  | **41999** | 9 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 | 0 ... 0 | 0 | 0 | 0 |  |

42000 rows × 785 columns

In [3]:

Out[3]:

In [4]:

y**=**data\_df['label'] x**=**data\_df**.**drop('label',axis**=**1)

(42000, 785)

data\_df**.**shape

In [5]:

Out[5]:

In [6]:

pandas.core.frame.DataFrame

type(x)

2

plt**.**figure(figsize**=**(5,5)) some\_digit**=**1298

some\_digit\_image **=** x**.**iloc[some\_digit]**.**to\_numpy() plt**.**imshow(np**.**reshape(some\_digit\_image, (28,28))) print(y[some\_digit])
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In [7]:

Out[7]:

<AxesSubplot:xlabel='label', ylabel='count'>

sns**.**countplot( x**=**'label', data**=**data\_df)

![](data:image/png;base64,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)

In [8]:

test\_df **=** test\_df**.**iloc[:, :**-**1]

In [9]:

x\_train, x\_test, y\_train, y\_test **=** train\_test\_split(x, y, test\_size **=** 0.30, random\_st print(x\_train**.**shape)

print(y\_train**.**shape) print(x\_test**.**shape) print(y\_test**.**shape)

(29400, 784)

(29400,)

(12600, 784)

(12600,)

In [10]:

*## using knn for k = 3*

classifier1 **=** KNeighborsClassifier(n\_neighbors**=**3) classifier1**.**fit(x\_train, y\_train)

y\_pred1 **=** classifier1**.**predict(x\_test)

print('ACCURACY SCORE FOR K = 3:', accuracy\_score(y\_test, y\_pred1)) print('CLASSIFICATION REPORT FOR K = 3:')

print(classification\_report(y\_test, y\_pred1)) print('CONFUSION MATRIX FOR K = 3:')

print(confusion\_matrix(y\_test, y\_pred1))

*### using testing data*

y\_test\_pred1 **=** classifier1**.**predict(test\_df) print()

print(y\_test\_pred1)

print('CONFUSION MATRIX FOR K = 3 on test:')

print(confusion\_matrix(test\_df['label'], y\_test\_pred1))

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

ACCURACY SCORE FOR K = 3: 0.9665873015873016 CLASSIFICATION REPORT FOR K = 3:

|  |  |  |  |
| --- | --- | --- | --- |
| precision | recall | f1-score | support |
| 0 0.98 | 0.99 | 0.98 | 1242 |
| 1 0.96 | 0.99 | 0.98 | 1429 |
| 2 0.98 | 0.96 | 0.97 | 1276 |
| 3 0.96 | 0.96 | 0.96 | 1298 |
| 4 0.98 | 0.96 | 0.97 | 1236 |
| 5 0.96 | 0.97 | 0.96 | 1119 |
| 6 0.97 | 0.99 | 0.98 | 1243 |
| 7 0.96 | 0.97 | 0.97 | 1334 |
| 8 0.99 | 0.91 | 0.95 | 1204 |
| 9 0.94 | 0.95 | 0.94 | 1219 |
| accuracy |  | 0.97 | 12600 |
| macro avg 0.97 | 0.97 | 0.97 | 12600 |
| weighted avg 0.97 | 0.97 | 0.97 | 12600 |
| CONFUSION MATRIX FOR K = 3: |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| [[1231 | | 0 | 3 | 0 | 0 | 2 | 5 | 0 | 1 | 0] |
| [ 0 | | 1418 | 3 | 1 | 1 | 0 | 4 | 1 | 1 | 0] |
| [ 12 | | 12 | 1227 | 2 | 0 | 0 | 1 | 17 | 3 | 2] |
| [ 1 | | 1 | 8 | 1252 | 0 | 13 | 2 | 7 | 8 | 6] |
| [ 1 | | 11 | 0 | 0 | 1184 | 0 | 3 | 0 | 0 | 37] |
| [ 1 | | 0 | 0 | 16 | 1 | 1080 | 15 | 0 | 1 | 5] |
| [ 3 | | 1 | 0 | 0 | 2 | 3 | 1234 | 0 | 0 | 0] |
| [ 1 | | 12 | 7 | 0 | 4 | 0 | 0 | 1297 | 0 | 13] |
| [ 4 | | 16 | 3 | 30 | 6 | 22 | 7 | 2 | 1101 | 13] |
| [ 5 | | 2 | 3 | 7 | 15 | 3 | 1 | 28 | 0 | 1155]] |
| C:\Users\ACER\anaconda3\lib\site-packages\sklearn\base.py:493: FutureWarning: The fea ture names should match those that were passed during fit. Starting version 1.2, an e rror will be raised.  Feature names unseen at fit time:  - label  Feature names seen at fit time, yet now missing:  - 28x28  warnings.warn(message, FutureWarning)  C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.  mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1) | | | | | | | | | | |
| [7 2 1 ... 4 5 6]  CONFUSION MATRIX FOR K = 3 on test: | | | | | | | | | | |
| [[ | 948 | 4 | 2 | 0 | 0 | 5 | 20 | 0 | 1 | 0] |
| [ | 0 | 1074 | 2 | 2 | 28 | 1 | 0 | 27 | 0 | 1] |
| [ | 39 | 10 | 946 | 1 | 2 | 0 | 3 | 23 | 7 | 1] |
| [ | 1 | 0 | 14 | 948 | 1 | 21 | 0 | 8 | 13 | 4] |
| [ | 2 | 4 | 1 | 2 | 934 | 0 | 12 | 2 | 0 | 25] |
| [ | 8 | 5 | 1 | 26 | 1 | 832 | 17 | 0 | 1 | 1] |
| [ | 4 | 16 | 2 | 0 | 1 | 2 | 933 | 0 | 0 | 0] |
| [ | 1 | 8 | 3 | 0 | 9 | 1 | 0 | 977 | 0 | 29] |
| [ | 5 | 12 | 10 | 14 | 10 | 23 | 11 | 8 | 870 | 11] |
| [ | 10 | 4 | 2 | 5 | 33 | 16 | 3 | 7 | 4 | 925]] |

In [11]:

*## using knn for k = 5*

classifier2 **=** KNeighborsClassifier(n\_neighbors **=** 5) classifier2**.**fit(x\_train, y\_train)

y\_pred2 **=** classifier2**.**predict(x\_test)

print('ACCURACY SCORE FOR K = 5 : ',accuracy\_score(y\_test, y\_pred2)) print('CLASSIFICATION REPORT FOR K = 5 : ')

print(classification\_report(y\_test, y\_pred2)) print('CONFUSION MATRIX FOR K = 5 : ')

print(confusion\_matrix(y\_test, y\_pred2))

*### using testing data*

y\_test\_pred2 **=** classifier2**.**predict(test\_df) print()

print(y\_test\_pred2)

print('CONFUSION MATRIX FOR K = 5 on test:')

print(confusion\_matrix(test\_df['label'], y\_test\_pred2))

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

ACCURACY SCORE FOR K = 5 : 0.9657142857142857

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| CLASSIFICATION REPORT FOR | | | | | | K = 5 : | | | |  | | | | | |
| precision | | | | | | recall | | | | f1-score | | | support | | |
| 0 | | | 0.98 | |  |  | | 0.99 | | 0.98 | | | 1242 | | |
| 1 | | | 0.96 | |  |  | | 0.99 | | 0.97 | | | 1429 | | |
| 2 | | | 0.98 | |  |  | | 0.96 | | 0.97 | | | 1276 | | |
| 3 | | | 0.96 | |  |  | | 0.96 | | 0.96 | | | 1298 | | |
| 4 | | | 0.98 | |  |  | | 0.96 | | 0.97 | | | 1236 | | |
| 5 | | | 0.96 | |  |  | | 0.96 | | 0.96 | | | 1119 | | |
| 6 | | | 0.97 | |  |  | | 0.99 | | 0.98 | | | 1243 | | |
| 7 | | | 0.96 | |  |  | | 0.97 | | 0.96 | | | 1334 | | |
| 8 | | | 0.99 | |  |  | | 0.91 | | 0.95 | | | 1204 | | |
| 9 | | | 0.94 | |  |  | | 0.95 | | 0.95 | | | 1219 | | |
| accuracy | | |  | |  |  | |  | | 0.97 | | | 12600 | | |
| macro avg | | | 0.97 | |  |  | | 0.97 | | 0.97 | | | 12600 | | |
| weighted avg | | | 0.97 | |  |  | | 0.97 | | 0.97 | | | 12600 | | |
| CONFUSION MATRIX | | | FOR K | | = | 5 : | |  | |  | | |  | | |
| [[1232 | 0 | 3 | 0 | 0 | | | 2 | | 5 | | 0 | 0 | | 0] |
| [ 0 | 1418 | 5 | 0 | 0 | | | 0 | | 4 | | 1 | 1 | | 0] |
| [ 12 | 16 | 1220 | 4 | 0 | | | 0 | | 1 | | 19 | 3 | | 1] |
| [ 1 | 3 | 4 | 1250 | 0 | | | 14 | | 1 | | 10 | 8 | | 7] |
| [ 1 | 12 | 0 | 0 | 1184 | | | 0 | | 4 | | 2 | 0 | | 33] |
| [ 3 | 1 | 1 | 14 | 0 | | | 1078 | | 15 | | 0 | 2 | | 5] |
| [ 3 | 1 | 0 | 0 | 1 | | | 3 | | 1235 | | 0 | 0 | | 0] |
| [ 1 | 15 | 6 | 0 | 5 | | | 0 | | 0 | | 1291 | 0 | | 16] |
| [ 5 | 12 | 1 | 30 | 7 | | | 28 | | 9 | | 2 | 1097 | | 13] |
| [ 5 | 2 | 2 | 7 | 12 | | | 3 | | 2 | | 23 | 0 | | 1163]] |

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\base.py:493: FutureWarning: The fea ture names should match those that were passed during fit. Starting version 1.2, an e rror will be raised.

Feature names unseen at fit time:

- label

Feature names seen at fit time, yet now missing:

- 28x28

warnings.warn(message, FutureWarning)

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

In [12]:

*## using knn for k = 7*

classifier3 **=** KNeighborsClassifier(n\_neighbors **=** 7) classifier3**.**fit(x\_train, y\_train)

y\_pred3 **=** classifier3**.**predict(x\_test)

print('ACCURACY SCORE FOR K = 7 : ',accuracy\_score(y\_test, y\_pred3)) print('CLASSIFICATION REPORT FOR K = 7 : ')

print(classification\_report(y\_test, y\_pred3)) print('CONFUSION MATRIX FOR K = 7 : ')

print(confusion\_matrix(y\_test, y\_pred3))

*### using testing data*

y\_test\_pred3 **=** classifier3**.**predict(test\_df) print()

print(y\_test\_pred3)

print('CONFUSION MATRIX FOR K = 7 on test:')

print(confusion\_matrix(test\_df['label'], y\_test\_pred3))

[7 2 1 ... 4 5 6]

CONFUSION MATRIX FOR K = 5 on test:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| [[ | 954 | 3 | 0 | 0 | 0 | 5 | 18 | 0 | 0 | 0] |
| [ | 0 | 1072 | 2 | 2 | 37 | 1 | 0 | 21 | 0 | 0] |
| [ | 44 | 10 | 937 | 0 | 3 | 1 | 3 | 23 | 11 | 0] |
| [ | 0 | 1 | 11 | 947 | 1 | 23 | 0 | 9 | 15 | 3] |
| [ | 1 | 4 | 1 | 1 | 936 | 0 | 18 | 1 | 1 | 19] |
| [ | 6 | 7 | 1 | 26 | 0 | 826 | 22 | 1 | 1 | 2] |
| [ | 3 | 17 | 0 | 0 | 1 | 3 | 934 | 0 | 0 | 0] |
| [ | 2 | 8 | 3 | 1 | 6 | 1 | 0 | 978 | 0 | 29] |
| [ | 4 | 14 | 12 | 7 | 10 | 30 | 13 | 8 | 862 | 14] |
| [ | 11 | 2 | 1 | 2 | 31 | 17 | 3 | 12 | 6 | 924]] |

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

ACCURACY SCORE FOR K = 7 : 0.965

|  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- |
| CLASSIFICATION REPORT FOR | | | K = 7 : | |  | |
| precision | | | recall | | f1-score | support |
| 0 | 0.98 |  |  | 0.99 | 0.98 | 1242 |
| 1 | 0.95 |  |  | 0.99 | 0.97 | 1429 |
| 2 | 0.98 |  |  | 0.96 | 0.97 | 1276 |
| 3 | 0.96 |  |  | 0.96 | 0.96 | 1298 |
| 4 | 0.98 |  |  | 0.96 | 0.97 | 1236 |
| 5 | 0.96 |  |  | 0.97 | 0.96 | 1119 |
| 6 | 0.97 |  |  | 0.99 | 0.98 | 1243 |
| 7 | 0.96 |  |  | 0.97 | 0.96 | 1334 |
| 8 | 0.99 |  |  | 0.91 | 0.94 | 1204 |
| 9 | 0.94 |  |  | 0.95 | 0.95 | 1219 |
| accuracy |  |  |  |  | 0.96 | 12600 |
| macro avg | 0.97 |  |  | 0.96 | 0.96 | 12600 |
| weighted avg | 0.97 |  |  | 0.96 | 0.96 | 12600 |
| CONFUSION MATRIX | FOR K | = | 7 : |  |  |  |

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| [[1230 | | 0 | 3 | 0 | 0 | 2 | 7 | 0 | 0 | 0] |
| [ 0 | | 1417 | 5 | 0 | 1 | 0 | 4 | 1 | 1 | 0] |
| [ 10 | | 16 | 1223 | 5 | 0 | 0 | 1 | 17 | 3 | 1] |
| [ 1 | | 2 | 5 | 1245 | 0 | 14 | 1 | 12 | 9 | 9] |
| [ 1 | | 11 | 0 | 0 | 1189 | 0 | 4 | 1 | 0 | 30] |
| [ 2 | | 1 | 0 | 12 | 0 | 1080 | 17 | 0 | 2 | 5] |
| [ 2 | | 1 | 0 | 0 | 1 | 5 | 1234 | 0 | 0 | 0] |
| [ 1 | | 19 | 5 | 0 | 2 | 0 | 0 | 1292 | 0 | 15] |
| [ 4 | | 15 | 2 | 32 | 10 | 26 | 9 | 2 | 1090 | 14] |
| [ 6 | | 2 | 1 | 6 | 15 | 3 | 1 | 26 | 0 | 1159]] |
| C:\Users\ACER\anaconda3\lib\site-packages\sklearn\base.py:493: FutureWarning: The fea ture names should match those that were passed during fit. Starting version 1.2, an e rror will be raised.  Feature names unseen at fit time:  - label  Feature names seen at fit time, yet now missing:  - 28x28  warnings.warn(message, FutureWarning)  C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.  mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1) | | | | | | | | | | |
| [7 2 1 ... 4 5 6]  CONFUSION MATRIX FOR K = 7 on test: | | | | | | | | | | |
| [[ | 950 | 3 | 1 | 0 | 0 | 5 | 21 | 0 | 0 | 0] |
| [ | 0 | 1083 | 2 | 4 | 25 | 0 | 1 | 20 | 0 | 0] |
| [ | 49 | 11 | 930 | 0 | 3 | 1 | 3 | 25 | 10 | 0] |
| [ | 2 | 3 | 9 | 949 | 1 | 23 | 0 | 6 | 14 | 3] |
| [ | 1 | 8 | 2 | 2 | 930 | 0 | 17 | 0 | 1 | 21] |
| [ | 6 | 7 | 1 | 27 | 1 | 825 | 24 | 0 | 0 | 1] |
| [ | 4 | 19 | 0 | 0 | 2 | 3 | 930 | 0 | 0 | 0] |
| [ | 1 | 8 | 3 | 1 | 5 | 1 | 0 | 974 | 0 | 35] |
| [ | 2 | 15 | 10 | 4 | 11 | 27 | 14 | 8 | 866 | 17] |
| [ | 11 | 2 | 1 | 3 | 32 | 21 | 3 | 9 | 6 | 921]] |

In [13]:

*## using knn for k = 9*

classifier4 **=** KNeighborsClassifier(n\_neighbors **=** 9) classifier4**.**fit(x\_train, y\_train)

y\_pred4 **=** classifier4**.**predict(x\_test)

print('ACCURACY SCORE FOR K = 9 : ',accuracy\_score(y\_test, y\_pred4)) print('CLASSIFICATION REPORT FOR K = 9 : ')

print(classification\_report(y\_test, y\_pred4)) print('CONFUSION MATRIX FOR K = 9 : ')

print(confusion\_matrix(y\_test, y\_pred4))

*### using testing data*

y\_test\_pred4 **=** classifier4**.**predict(test\_df) print()

print(y\_test\_pred4)

print('CONFUSION MATRIX FOR K = 9 on test:')

print(confusion\_matrix(test\_df['label'], y\_test\_pred4))

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

ACCURACY SCORE FOR K = 9 : 0.9626190476190476

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| CLASSIFICATION REPORT FOR | | | | | | K = 9 : | | | |  | | | | | |
| precision | | | | | | recall | | | | f1-score | | | support | | |
| 0 | | | 0.97 | |  |  | | 0.99 | | 0.98 | | | 1242 | | |
| 1 | | | 0.95 | |  |  | | 0.99 | | 0.97 | | | 1429 | | |
| 2 | | | 0.98 | |  |  | | 0.95 | | 0.97 | | | 1276 | | |
| 3 | | | 0.96 | |  |  | | 0.96 | | 0.96 | | | 1298 | | |
| 4 | | | 0.98 | |  |  | | 0.95 | | 0.97 | | | 1236 | | |
| 5 | | | 0.96 | |  |  | | 0.96 | | 0.96 | | | 1119 | | |
| 6 | | | 0.96 | |  |  | | 0.99 | | 0.98 | | | 1243 | | |
| 7 | | | 0.96 | |  |  | | 0.97 | | 0.96 | | | 1334 | | |
| 8 | | | 0.98 | |  |  | | 0.91 | | 0.94 | | | 1204 | | |
| 9 | | | 0.93 | |  |  | | 0.95 | | 0.94 | | | 1219 | | |
| accuracy | | |  | |  |  | |  | | 0.96 | | | 12600 | | |
| macro avg | | | 0.96 | |  |  | | 0.96 | | 0.96 | | | 12600 | | |
| weighted avg | | | 0.96 | |  |  | | 0.96 | | 0.96 | | | 12600 | | |
| CONFUSION MATRIX | | | FOR K | | = | 9 : | |  | |  | | |  | | |
| [[1230 | 0 | 3 | 0 | 0 | | | 2 | | 7 | | 0 | 0 | | 0] |
| [ 0 | 1417 | 5 | 0 | 1 | | | 0 | | 4 | | 1 | 1 | | 0] |
| [ 13 | 21 | 1211 | 4 | 0 | | | 2 | | 1 | | 17 | 5 | | 2] |
| [ 1 | 5 | 4 | 1244 | 0 | | | 11 | | 1 | | 13 | 11 | | 8] |
| [ 1 | 14 | 0 | 0 | 1177 | | | 0 | | 4 | | 1 | 0 | | 39] |
| [ 1 | 3 | 0 | 11 | 1 | | | 1078 | | 16 | | 0 | 2 | | 7] |
| [ 4 | 1 | 0 | 0 | 1 | | | 6 | | 1231 | | 0 | 0 | | 0] |
| [ 1 | 18 | 4 | 0 | 2 | | | 0 | | 0 | | 1289 | 0 | | 20] |
| [ 4 | 16 | 1 | 32 | 8 | | | 24 | | 11 | | 2 | 1092 | | 14] |
| [ 7 | 2 | 2 | 7 | 13 | | | 1 | | 2 | | 25 | 0 | | 1160]] |

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\base.py:493: FutureWarning: The fea ture names should match those that were passed during fit. Starting version 1.2, an e rror will be raised.

Feature names unseen at fit time:

- label

Feature names seen at fit time, yet now missing:

- 28x28

warnings.warn(message, FutureWarning)

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

In [14]:

*## using knn for k = 11*

classifier5 **=** KNeighborsClassifier(n\_neighbors **=** 11) classifier5**.**fit(x\_train, y\_train)

y\_pred5 **=** classifier5**.**predict(x\_test)

print('ACCURACY SCORE FOR K = 11 : ',accuracy\_score(y\_test, y\_pred5)) print('CLASSIFICATION REPORT FOR K = 11 : ')

print(classification\_report(y\_test, y\_pred5)) print('CONFUSION MATRIX FOR K = 11 : ')

print(confusion\_matrix(y\_test, y\_pred5))

*### using testing data*

y\_test\_pred5 **=** classifier5**.**predict(test\_df) print()

print(y\_test\_pred5)

print('CONFUSION MATRIX FOR K = 11 on test:')

print(confusion\_matrix(test\_df['label'], y\_test\_pred5))

[7 2 1 ... 4 5 6]

CONFUSION MATRIX FOR K = 9 on test:

|  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| [[ | 947 | 3 | 1 | 0 | 0 | 6 | 23 | 0 | 0 | 0] |
| [ | 0 | 1089 | 2 | 3 | 18 | 0 | 1 | 22 | 0 | 0] |
| [ | 50 | 12 | 921 | 1 | 3 | 1 | 2 | 32 | 10 | 0] |
| [ | 3 | 3 | 7 | 947 | 0 | 23 | 0 | 8 | 15 | 4] |
| [ | 1 | 8 | 1 | 2 | 926 | 0 | 18 | 1 | 0 | 25] |
| [ | 7 | 7 | 1 | 30 | 1 | 818 | 23 | 0 | 1 | 4] |
| [ | 3 | 17 | 0 | 0 | 2 | 4 | 932 | 0 | 0 | 0] |
| [ | 1 | 9 | 3 | 0 | 4 | 1 | 0 | 978 | 0 | 32] |
| [ | 3 | 16 | 11 | 6 | 10 | 25 | 16 | 9 | 859 | 19] |
| [ | 10 | 4 | 2 | 3 | 28 | 20 | 5 | 9 | 5 | 923]] |

C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.

mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1)

ACCURACY SCORE FOR K = 11 : 0.96 CLASSIFICATION REPORT FOR K = 11 :

precision recall f1-score support

|  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- | --- |
| 0 | | | | 0.97 | |  |  | | 0.99 | | 0.98 | | 1242 |
| 1 | | | | 0.94 | |  |  | | 0.99 | | 0.97 | | 1429 |
| 2 | | | | 0.98 | |  |  | | 0.95 | | 0.97 | | 1276 |
| 3 | | | | 0.96 | |  |  | | 0.96 | | 0.96 | | 1298 |
| 4 | | | | 0.98 | |  |  | | 0.95 | | 0.96 | | 1236 |
| 5 | | | | 0.96 | |  |  | | 0.96 | | 0.96 | | 1119 |
| 6 | | | | 0.96 | |  |  | | 0.99 | | 0.97 | | 1243 |
| 7 | | | | 0.96 | |  |  | | 0.96 | | 0.96 | | 1334 |
| 8 | | | | 0.98 | |  |  | | 0.90 | | 0.94 | | 1204 |
| 9 | | | | 0.92 | |  |  | | 0.95 | | 0.93 | | 1219 |
| accuracy | | | |  | |  |  | |  | | 0.96 | | 12600 |
| macro avg | | | | 0.96 | |  |  | | 0.96 | | 0.96 | | 12600 |
| weighted avg | | | | 0.96 | |  |  | | 0.96 | | 0.96 | | 12600 |
| CONFUSION MATRIX | | | | FOR K | | = | 11 : | |  | |  | |  |
| [[1229 | | 0 | 3 | 0 | 0 | | | 2 | | 8 | 0 | 0 | 0] |
| [ 0 | | 1417 | 5 | 0 | 1 | | | 0 | | 4 | 1 | 1 | 0] |
| [ 14 | | 23 | 1209 | 3 | 0 | | | 1 | | 2 | 16 | 5 | 3] |
| [ 1 | | 7 | 4 | 1242 | 0 | | | 11 | | 2 | 12 | 11 | 8] |
| [ 1 | | 15 | 0 | 0 | 1170 | | | 0 | | 4 | 1 | 0 | 45] |
| [ 1 | | 3 | 0 | 13 | 3 | | | 1075 | | 16 | 0 | 1 | 7] |
| [ 7 | | 1 | 0 | 0 | 1 | | | 5 | | 1228 | 0 | 1 | 0] |
| [ 1 | | 20 | 4 | 0 | 3 | | | 0 | | 0 | 1283 | 0 | 23] |
| [ 5 | | 18 | 1 | 35 | 7 | | | 24 | | 11 | 2 | 1084 | 17] |
| [ 8 | | 2 | 2 | 6 | 10 | | | 3 | | 1 | 28 | 0 | 1159]] |
| C:\Users\ACER\anaconda3\lib\site-packages\sklearn\base.py:493: FutureWarning: The fea ture names should match those that were passed during fit. Starting version 1.2, an e rror will be raised.  Feature names unseen at fit time:  - label  Feature names seen at fit time, yet now missing:  - 28x28  warnings.warn(message, FutureWarning)  C:\Users\ACER\anaconda3\lib\site-packages\sklearn\neighbors\\_classification.py:228: F utureWarning: Unlike other reduction functions (e.g. `skew`, `kurtosis`), the default behavior of `mode` typically preserves the axis it acts along. In SciPy 1.11.0, this behavior will change: the default value of `keepdims` will become False, the `axis` o ver which the statistic is taken will be eliminated, and the value None will no longe r be accepted. Set `keepdims` to True or False to avoid this warning.  mode, \_ = stats.mode(\_y[neigh\_ind, k], axis=1) | | | | | | | | | | | | | |
| [7 2 1 ... 4 5 6]  CONFUSION MATRIX FOR K = 11 on test: | | | | | | | | | | | | | |
| [[ | 946 | 3 | 1 | 0 | 0 | | | 6 | | 24 | 0 | 0 | 0] |
| [ | 0 | 1094 | 2 | 2 | 13 | | | 0 | | 1 | 23 | 0 | 0] |
| [ | 47 | 13 | 923 | 1 | 3 | | | 1 | | 2 | 32 | 10 | 0] |
| [ | 2 | 3 | 11 | 939 | 0 | | | 25 | | 0 | 9 | 17 | 4] |
| [ | 1 | 9 | 0 | 0 | 932 | | | 0 | | 16 | 1 | 0 | 23] |
| [ | 7 | 9 | 1 | 30 | 1 | | | 817 | | 21 | 0 | 1 | 5] |
| [ | 3 | 17 | 0 | 0 | 3 | | | 4 | | 931 | 0 | 0 | 0] |
| [ | 1 | 10 | 3 | 0 | 3 | | | 0 | | 0 | 976 | 0 | 35] |
| [ | 3 | 18 | 10 | 6 | 10 | | | 27 | | 17 | 8 | 855 | 20] |
| [ | 11 | 5 | 3 | 1 | 28 | | | 20 | | 5 | 9 | 6 | 921]] |

In [ ]: